
Session No. 6


Course Title: Business and Industry Crisis Management, Disaster Recovery, and Organizational Continuity

Session 6: Risk Assessment
Time: 1 hr


Objectives:

6.1 Discuss the principles of risk assessment and its component analyses: vulnerability analysis, probability analysis, and impact analysis.

6.2 Discuss the characteristics and applications of quantitative and qualitative risk assessment methods.


Scope:

During this session the instructor will expand the coverage of risk assessment which was introduced in the previous two sessions. Material is presented primarily by lecture with class discussions on ways to improve qualitative vulnerability analysis and the impact of organizational structures and culture on risk-based decision making in the Pinto and Tylenol case studies. The characteristics and applications of quantitative and qualitative risk analysis methods will be presented. The modified experiential learning cycle can be completed through class discussion at the end of this session.


Readings:

Student Reading:

Harrald, John R., and Grabowski, Martha. 1998. “Risk Mitigation in Passenger Vessel Operations.” Originally a statement of interest submitted to the State of Washington Department of Transportation, Washington State Ferrier.

Lynch, James R. 1996. “Quantitative Risk Assessment: Application to Industry.” Disaster Recovery World III [CD-ROM]. St. Louis, MO: Disaster Recovery Journal. Pages 100–101. Originally appeared in Disaster Recovery Journal (Vol. 7, No. 2).

Wold, Geoffrey H., and Shriver, Robert F. 1996. “Risk Analysis Techniques.” Disaster Recovery World III [CD-ROM]. St. Louis, MO: Disaster Recovery Journal. Pages 89–92. Originally appeared in Disaster Recovery Journal (Vol. 7, No. 3). Available at http://www.drj.com/new2dr/w3_030.htm.

Instructor Reading: 

Bernstein, Peter L. 1996. “The New Religion of Risk Management.” Harvard Business Review.
Vol. 74, No. 2. Start page 47. 

Cleaves, David A. 1994. “Assessing Uncertainty in Expert Judgements about Natural Resources.” Southern Forest Experiment Station General Technical Report SO-110, July 1996. New Orleans: U.S. Department of Agriculture, Southern Forest Experiment Station. 24 pages. Available on the Southern Forest Research Station Web site at http://www.srs.fs.fed.us/pubs/viewpub.asp?ID=35 or by order through the same Web site.

Harrald, John R., and Grabowski, Martha. 1998. “Risk Mitigation in Passenger Vessel Operations.” Originally a statement of interest submitted to the State of Washington Department of Transportation, Washington State Ferrier.

Lynch, James R. 1996. “Quantitative Risk Assessment: Application to Industry.” Disaster Recovery World III [CD-ROM]. St. Louis, MO: Disaster Recovery Journal. Pages 100–101. Originally appeared in Disaster Recovery Journal (Vol. 7, No. 2).

Morgan, M. Granger. 1981. “Choosing and Managing Technology-Induced Risk.” IEE Spectrum. Vol. 18, No. 12. Pages 53–60.

Wold, Geoffrey H., and Shriver, Robert F. 1996. “Risk Analysis Techniques.” Disaster Recovery World III [CD-ROM]. St. Louis, MO: Disaster Recovery Journal. Pages 89–92. Originally appeared in Disaster Recovery Journal (Vol. 7, No. 3). Available at http://www.drj.com/new2dr/w3_030.htm.


General Requirements:

None.


Objective 6.1  Discuss the principles of risk assessment and its component analyses: vulnerability analysis, probability analysis, and impact analysis.

Requirements:

Provide the introductory description of risk assessment and vulnerability analysis by lecture. Lead a short class review/discussion of the ideas concerning ways to improve a qualitative vulnerability analysis based upon the Arlington Plastics case study (pages 53–56 of Barton and previous small group work in session 3).

Lead a class discussion on how the existing organizational structure and culture impacted risk-based decision making in the Pinto and Tylenol case studies from session 5. 

Overhead projections/student handouts of key points and models are included for use if desired. 

Remarks:

I. The principles of risk assessment.
A. Risk assessment is conducted in the context of defined organizational goals and objectives for the purpose of providing information upon which risk management decisions may be based. In the business setting, the fundamental goal is organizational survival and economic success. Included within this fundamental goal are supporting goals and objectives such as employee, customer, and public safety, product safety, protection of the environment, security, internal and external reputation, etc.

1. In extreme situations (e.g., protecting lives, avoiding major environmental damage, etc.) it may be necessary to take actions to accomplish one or more of these supporting goals and objectives in conflict with the fundamental goal. In general, however, tactical (immediate and short-term) decisions and actions concerning subordinate goals and objectives should be accomplished in the strategic context of organizational survival and economic success. 

2. As a general rule, it makes no business sense to pursue goals and objectives that threaten long term survivability and economic success. 

B. In the last session the concept of risk assessment was defined as answering three questions, each of which represents a form of analysis (Harrald and Grabowski p.1) (overhead 6-1).

1. What can go wrong? (vulnerability analysis)
2. What is the likelihood that it will go wrong? (probability analysis)
3.
What are the consequences if it goes wrong? (impact analysis)

II. Vulnerability analysis.

A. FEMA Publication 141, Emergency Management Guide for Business and Industry, page 14, uses the term “vulnerability analysis,” explained as the process for assessing vulnerability of a facility. The component parts of this analysis are:

1. List potential emergencies.
2. Estimate probability.
3. Assess potential impact on people, property, and business.

4. Assess internal and external resources and ability to respond to the identified emergencies.

B. For the purpose of this course, vulnerability analysis refers only to the separate and distinct step of determining the possible hazards that may cause harm. Attached to identification of possible hazards may be some initial level of quantitative or qualitative analysis which either accepts or rejects the hazard for further analysis in the total risk assessment process. 

1. Obviously, the possibility of certain hazards may be rejected; an example would be hurricanes in some inland areas of the country, due to the almost physical impossibility of the hurricane traveling across large distances over land. 

2. Arbitrarily rejecting certain hazards that have nontrivial probabilities, (e.g., rejecting the possibility of employee sabotage of an essential business function because of the boss’ pride in a past record of employee satisfaction) detracts from an adequate and complete assessment.

3. Hazards with nontrivial probabilities should be subjected to further probability and impact analysis (risk analysis) before they are simply rejected. Contrast this guidance with the methods followed in the Arlington Plastics case study (pages 53–57 in Barton). The list of “potential calamities” identified was reduced by 75% through the process of discussion by the managers. Some of the hazards such as floods and earthquakes may be rightly dismissed as trivial due to Arlington Plastic’s locality. Others, such as employee violence, patent infringement, etc., should not be dismissed without further analysis. 

a. In session 3, as part of the small-group activity, ideas were solicited on methods of improving Arlington Plastic’s analysis methods. Review those ideas.

b. Refer to page 55 of the Barton text. Discuss which items, deleted from the first grouping, should be included in the second grouping for further analysis.

C. The attached, edited, proposal by Harrald and Grabowski lists several factors which address the root causes of risk in an organization. These factors should be considered to ensure that a vulnerability analysis is comprehensive and complete (Harrald and Grabowski pp. 1–2) (overhead 6-2, 6-3).

1. Activities that are performed in the system may be inherently risky (e.g., mining, commercial fishing, air transportation).

2. The technology used may have inherent risks, or exacerbate risk in the system (e.g., heavy equipment).

3. Human and organizational errors can be propagated by the individuals and organizations executing or coordinating tasks or using or coordinating technology.

4. Organizational structures may enable risky practices to occur, or may encourage workers to pursue risky courses of action (e.g., lack of formal safety reporting systems or departments in organizations, organizational standards that are impossible to meet without taking risks).

5. Organizational cultures may support risk taking, or fail to encourage risk aversion (e.g., cultures that encourage the belief “It can’t happen here,” or that reward people for taking unwarranted risks).
D. The last two factors (organizational structure and culture) must be examined and understood if an effective risk management program is to result. Refer back to the Pinto and Tylenol case studies to discuss how organizational structures and culture encouraged risk taking (risk prone) for the Pinto case while discouraging risk taking (risk aversion) for Tylenol.

III. Probability and impact analysis (taken together, referred to as “risk analysis”).

A. The reference materials chosen combine the analysis of probability and impact together, which is a relatively common approach and will be followed in this course. Taken together, some quantified or relative level of risk measurement is assigned for the purpose of risk ranking and prioritization, an essential input to the risk management process.

B. Analysis methods – general considerations.

1. Analysis of risk can be accomplished in an unsystematic and overly simplified manner so as to provide either no useful information, or false information for decision-makers. At the other end of the spectrum, analysis can become an incredibly complicated and resource consuming task that generates a sea of details and variables that overwhelm and are not useful to decision makers. 

a. The goal is to choose an analysis plan and methods that result in the right information, at the right level of complexity, being delivered to decision-makers at the right time. 

b. As a rule of thumb, the analysis method/s chosen should be the simplest one/s that meet the organization’s requirements. 

c. Regardless of the method chosen, some level of quantification is 

necessary to compare and prioritize risks. Even those methods that could be categorized as qualitative (based on personal perspective) generally attempt to assign some form of quantitative measures (numeric rating scales) for comparison purposes. 

Supplemental Considerations:

The attached article by Harrald and Grabowski is an edited version of “Risk Mitigation in Passenger Vessel Operations,” a proposal prepared in May 1998. Although it addresses a maritime transportation situation, the general information and models presented are applicable to the context of public sector emergency management and private sector crisis management and business continuity.


Objective 6.2 Discuss the characteristics and applications of quantitative and qualitative risk analysis methods.

Requirements:

Provide a description of quantitative and qualitative risk analysis by lecture.

Overhead projections/student handouts are included, and overheads/student handouts 4 and 5 include models/graphs, which, as a minimum, should be provided to the students.

Complete the modified experiential learning cycle for both objectives through class discussion at the end of the session.

Remarks: 

I.
Data collection and “quantitative methods.”
A. When possible, historical data (sometimes referred to as “hard” data or objective data) concerning frequency of occurrence of events and their consequences should be gathered and included in the analysis. Good examples of this are included in the articles “Quantitative Risk Assessment: Application to Industry,” by Lynch, and “The New Religion of Risk Management,” by Bernstein. 

1. Beware the pitfalls of blind reliance on historical data, though; it can result from very subjective interpretations during its collection and entry. 
2. Also, events of the past are not always the best or even appropriate indicators of future events. (For example, a university has never had a reported incident of sexual assault on its campus. Possibly there have been assaults that were not reported (faulty data). The lack of assaults in the past cannot be interpreted to mean that none will occur in the future. The potential for an assault is a real vulnerability and the university that does not plan for dealing with student assaults will certainly face a crisis should one occur.)

3. The reliability and verifiability of historical data are essential qualities for its use in quantitative analysis. 

4. The resulting numerical output of quantitative analyses may imply an erroneous level of precision that does not reflect the role of human interpretation and judgement in the analyses. 

5. Quantitative analyses will often include statements of uncertainty to assist the users of the information. 

B. Although beyond the scope of an overview course such as this, there are several “quantitative” risk analysis methodologies commonly employed depending on the nature of the risk to be analyzed. They include static methods which deconstruct events and look at them at a particular point in time (items 1–3 below) and dynamic methods that look at combinations and interactions of factors contributing to risk over a period of time (item 4 below). (Overhead 6-4.) 

1. Fault trees start with a hazardous event or condition and trace it back to its possible causes or precipitating events.

2. Event trees start with an event and trace it forward to hazardous events or conditions that it might lead to. 

3. Influence diagrams are flowchart-like depictions of interactions of decisions and the uncertain outcomes of elements. Influence diagrams can show how certain probabilities of events can depend on other probabilities, decisions, and outcomes.

4. Dynamic analysis (requires sophisticated computer modeling as briefly described in the attached edited proposal by Harrald and Grabowski).

C. Dynamic analysis expanded.

1. A slightly expanded description of dynamic analysis is included to explain the interaction of risk factors – an important consideration in risk management.

2. Incidents and accidents result in impacts which may lead to potential emergencies and crises. One method of analyzing this progression is examination of a causal chain in the context of organizational and situational factors. The causal chain model is a valuable tool for developing risk management strategies and will be further explained in the coverage of risk management in a subsequent session.

a. A model of such a causal chain for a maritime transportation accident is shown (Harrald and Grabowski p. 6) (overhead 6-5).

b. The organizational and situational factors interact and combine over time to cause a changing risk profile which can be dynamically modeled provided the component factors can be individually identified and modeled (Harrald and Grabowski p. 4) (overhead 6-6).

1. An example of how organizational and situational risk factors interact and combine involves airline accidents. Average numbers of fatalities per mile flown may be an indicator of risk; but the actual risk in any one flight depends on organizational factors such as crew training, crew rest standards, safety programs, maintenance programs, etc., and situational factors such as weather, the age of an aircraft, cargo, air traffic density, etc. Organizational and situational factors can combine to increase the probability of an accident for a particular flight by orders of magnitude above the average probability of an accident for all flights combined.

2. The key point is that in complex systems, risk analysis and eventual risk management decisions should consider these interactions and combinations.

II. Data collection and “qualitative methods.”
A. For many potential hazards, historical data may be incomplete or unavailable for a myriad of reasons. These reasons could include: no previous occurrence or low occurrence rates; no data collection methods, or faulty ones; new technology; new processes; changing laws and regulations; and newly recognized vulnerabilities. 

B. In the absence of historical data and often to supplement it, qualitative methods, such as those described in the article “Risk Analysis Techniques” by Wold and Shriver, can be used to generate the “best possible” information needed to make risk management decisions. Although numbers are assigned to the data gathered to allow quantitative manipulation and comparison, the analysis remains essentially qualitative, relying on individuals’ opinions and perceptions. 

C. Another example of this type of “qualitative” analysis is included in the Emergency Management Guide for Business and Industry. This guide uses the term “vulnerability analysis” instead of “risk assessment” and its component parts (“vulnerability analysis” and “risk analysis”), as used in this course. This is merely a difference in semantics with the overall processes being similar. In the Emergency Management Guide for Business and Industry, respondents rank the probability and impact (they also rank resources and ability to respond, which will be covered under the function of risk management) of each identified hazard on a relative numerical scale of one to five, these relative rankings being mathematically combined to determine resource and planning priorities.

III. Expert judgement in risk analysis.

A.  No matter how much and how reliable the historical data available, risk analysis for the purpose of making informed risk management decisions requires the input of humans. The planned and controlled elicitation of the judgement of experts to obtain or review data is an essential ingredient in the general risk analysis and overall risk assessment processes.

1. To quote from M. Granger Morgan’s 1981 article, “Risk assessment is at least as much an art as a science” (p. 58).

2. Morgan goes on to add “Quantitative risk assessment can provide understanding and insight, but it can never capture all the factors, such as quality of life, that are important in a problem, and it should not become a substitute for careful human judgement” (p. 58).

B. The definition of the word “expert” in this context includes individuals possessing one or more of the following areas of knowledge germane to the assessment and its ultimate use:

1.  Specialized knowledge of the areas of risk.

2.  The organizational culture.
3. The concerns of stakeholders.
IV. Structuring the risk assessment.

A. Choose the participants to provide a balance of perspectives. Avoid or balance the participation of experts who have preconceived preferences or personal agendas.

B. To promote accuracy, use rigorous and systematic strategies for eliciting judgements. Possible assessment approaches include:

1. Bottom-up approach, which decomposes larger elements of the assessment into sub-elements (using tools such as fault trees, event trees, and influence diagrams).

2. Top-down approach, which assesses elements without breaking them down.

3. Hybrid approach, which combines the above approaches according to the characteristics of the available experts.

C. Employ a facilitator who is aware of how the decision makers plan to use the resulting assessment.

D. Beware of judgmental biases – general inferential rules that may distort the assessors’ judgements to the detriment of the risk assessment (Cleaves pp. 13–14) (overhead 6-7).

1. Anchoring – search for an appropriate starting point and adjust. Problems: misleading starting points and conservative judgements.

2. Availability – events more easily remembered are often judged with high probability. Problems: ignoring relevant information.

3. Representativeness – judging events due to their similarity to other, more familiar events or stereotypic images. Problems: stereotyping outcomes.

4. Internal Coherence – making judgements conform to beliefs built up over years. Problems: rejection of new information.

5. Reliance on Hindsight – relying on personal knowledge and past experiences. Problems: Overpredicting probability of past events.

E. Also to be considered are risk perception factors which relate to the way that individuals, be they experts, stakeholders, decision makers, or the public think about and respond to risk. Strongly held initial views and beliefs based upon prior experiences and education can be resistant to change, even in the face of contradictory evidence. The topic of risk perception, though important to risk assessment, is better covered in the context of risk management and communications, which will follow in subsequent sessions.

Supplemental Considerations:

The coverage of quantitative risk analysis methodologies such as fault trees, event trees, and influence diagrams is very limited. It is necessary to mention these methods since they are included in student readings, but any in-depth coverage is considered beyond the scope of this course.

The instructor may wish to engage the class in a discussion of when it is appropriate or inappropriate to predict the future from historical data. Lynch’s article describes the appropriate use of historical data for risk analysis. An example (student assault) is given of an inappropriate use. The students should be able to generate other examples.

The instructor will find that the article by Cleaves is an excellent reference on expert judgement. Its scope and applicability go considerably beyond the title, “Assessing Uncertainty in Expert Judgements about Natural Resources.” This article is available on the World Wide Web and can be ordered from the Department of Agriculture. The author has not included it as assigned reading for the students; however the instructor may wish to include it if he/she wishes to expand the coverage of risk analysis. 

In the presentation of judgmental biases, the instructor may wish to lead a short discussion on relevant examples. Availability and reliance on internal coherence are probably the most recognizable and easily understood sources of bias to the students. 

Availability: For example, following an airline accident, the public is generally more aware of and concerned with airline safety, and following the release of the movie “Titanic,” concern for passenger ship safety increased.

Reliance on internal coherence: An individual’s long-held beliefs do not necessarily change in the presence of evidence to the contrary. For example an employer may persist in his belief that his/her employees would never misappropriate company property even after one or more were caught taking supplies for their personal use.

The two articles from Disaster Recovery Journal are written by practitioners for practitioners, and provide examples of applied risk analysis methods for the students. 

� Barton, Laurence. 1993. Crisis in Organization: Managing and Communicating in the Heat of Chaos. Cincinnati, OH: South-Western publishing Co.


� Federal Emergency Management Agency. 1996. Emergency Management Guide for Business and Industry. Washington, DC: Federal Emergency Management Agency. Pages 14–16.
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